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1 Research Context and Main Goal of the Project
Natural Language Processing (NLP) is a field of Computer Science and Linguis-
tics that deals with the automatic analysis of human’s natural language. While
in the past decades, NLP problems were solved through the use of classifiers,
today, the standard tools are Neural Language Models (NLMs), which are deep
neural network architectures trained on massive amounts of data, that learn
to extract dense representations of text, encoding syntactic and semantic in-
formation. These have reached new state-of-the-art performances even in hard
text-generation tasks like summarization, text simplification, and translation.
However, these models still present some major problems, one being halluci-
nation, which is defined as a generation that’s unfaithful or nonsensical and
presented as facts (Ji et al. 2023). It is especially dangerous since even when
hallucinating, these models appear certain and fluent, giving no particular clues
that what has been generated is wrong. This makes shipping these models to
production, in moderate- to high-risk settings, dangerous or impossible (Lee
et al. 2023).

The goal of the project is to use Controlled Text Generation (CTG)
techniques (Zhang et al. 2023) to both guarantee that the model adheres to
specified syntactic constraints (e.g. writing in a simpler form) and to identify
and prevent hallucinations.

2 Detailed Description of the Project
The project aims to develop new techniques for CTG, controlling both the form
and the content of the generation of a text-to-text NLM.
For syntax CTG, the idea is to focus on text simplification tasks, by im-
plementing an approach inspired by Direct Preference Optimization (Rafailov
et al. 2023), a Reinforcement Learning technique for CTG, that tunes the model
generation towards desired outcomes using a preference dataset. This dataset
can be built semi-automatically by scoring output generations, given a prompt,
using well-established readability metrics such as READ-IT (Dell’Orletta et al.
2011), or CTAP (Chen et al. 2016). Then, the model’s output can be automat-
ically validated using linguistic metrics (Brunato, Cimino, et al. 2020), instead
of relying on manual checks. This can be done thanks to the well-known correla-
tion between some syntactic features and text complexity (Brunato, De Mattei,
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et al. 2018), enabling us to guarantee the generations’ simplicity. Next, the
process will be extended to other syntax-dependent tasks, such as generating in
a specific text genre or format (e.g. poetry) and generating text targeted for a
certain level of education.

From the content point of view, the main challenge is to automatically
spot hallucinations. Even building datasets to study them is hard and, in-
deed, we have few resources on them: Lin et al. 2022 built TruthfulQA, a dataset
built with specially crafted questions that humans would answer falsely due to
common misconceptions, but to use it as a benchmark, humans annotators are
needed; Li et al. 2023 proposed HaluEval, a dataset of model generations anno-
tated by humans for hallucinations. However, a classifier trained to spot hallu-
cination using HaluEval performs decently on GPT-4 generations, and poorly
on Alpaca’s. This is due to the variation between hallucination type and scope
between different models.
A promising model-free approach has been proposed in Sun et al. 2024, which
presented a dataset containing unsolvable math problems. By parsing the out-
puts of the model on these problems, they were able to identify hallucinations.
We’d like to extend the idea in a more textual scenario, creating a similar re-
source containing unsolvable textual questions, making it possible to parse the
model outputs for identifying hallucinations. In certain text-to-text scenarios,
such as text simplification and text summarization, a more algorithmic approach
can be tested by generating from both the input and the output a Knowledge
Graph (Hogan et al. 2021). By comparing these two graphs, we might find
that certain differences are indicative of hallucination, creating a model-free
approach for identifying them.

3 Impact
The proposed research aims to advance the understanding and capabilities of
CTG techniques and hallucination identification, hopefully leading to the cre-
ation of better and more trustworthy tools. This could speed up the adoption
of NLMs in high-stakes areas such as healthcare, finance, and education where
accurate information is crucial. Also, the work on integrating linguistic mea-
sures for the validation of the NLMs outputs will enrich the scientific literature
with new measures and algorithms for controlling these models.
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